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Assumption 1: organizations are 
sociotechnical systems



Assumption 2: all failures are systems failures



Argument 1: resilience improves through 
performance



Argument 2: security performance is 
correlated with general performance



Argument 3: there are three modes of 
security performance



Mode 1 Most projects stay secure by staying up to date.

55% have MTTR and MTTU within 20% of each other.

Only 15% of projects with worse than average MTTU
manage to maintain better than average MTTR.

@RealGeneKim@stephenmagill



Mode 2
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In the previous section, we discussed that it wasn’t enough just to see if a flaw gets 
closed or not because we also want to know how quickly that flaw gets closed. To that 
end, we built a model that accounts for both the open and closed flaws that is able to 
account for multiple facts and can quantify the effect of various “nature” and “nurture” 
factors on how quickly flaws are closed. 

First, we extract from the model how each factor changes the median time to flaw 
remediation. We want to see which factors are likely to lead to flaws getting fixed faster, 
and which factors lead to slower fixes. The results are seen in Figure 15.

Figure 15: The effect of factors 
on flaw closure time

Factors pointing to the left are correlated with flaws being remediated more/faster, 
while those pointing to the right are associated with less/slower remediation. Some 
of the factors are binary, such as whether dynamic scanning is turned on or off for 
the application, and others are continuous, such as how frequently an application is 
being scanned. For continuous variables, the effect represents a shift of one standard 
deviation in the variable. Encoding the continuous variables this way allows a relatively 
easy comparison across the disparate scales for each variable.
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Mode 3



Mode 3 ⇨ Mode 2 ⇨ Mode 1



Implications: optimize risk 
management based on your 

performance mode



Mode 1: improve general performance

Most projects stay secure by staying up to date.

55% have MTTR and MTTU within 20% of each other.

Only 15% of projects with worse than average MTTU
manage to maintain better than average MTTR.

@RealGeneKim@stephenmagill



Mode 2: add security enhancements to 
general performance
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Mode 3: create security-specific systems



• Assumption 1: organizations are sociotechnical systems
• Assumption 2: all failures are systems failures
• Argument 1: resilience improves through performance
• Argument 2: security performance is correlated with general 

performance
• Argument 3: there are three modes of security performance
• Implications: optimize risk management based on your performance 

mode



Questions?
Challenges?
https://www.information-safety.org
https://www.linkedin.com/in/jbenninghoff/
@jbenninghoff
jbenninghoff@mac.com



• Dossier 1: A socio-technical case study of an IT major incident 
management team
• Dossier 2: A review of an Agile Transformation change initiative using 

Structured Enquiry
• Dossier 3: A comparison of NIST and STPA risk assessment methods 

applied to an informational website
• Dossier 4: Development of an Agile CONOPS for an automated 

software delivery system using Activity Theory
• Dossier 6: A cross-domain review of cybersecurity and general 

competency frameworks
• Thesis: A cross-team study of factors contributing to software systems 

resilience at a large health care company


